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ARTIFICIAL INTELLIGENCE AND COVID-19

How US law will evaluate artificial intelligence for 
covid-19
Daniel E Ho and colleagues explore the legal implications of using artificial intelligence in the 
response to covid-19 and call for more robust evaluation frameworks

Numerous proposals, pro-
totypes, and models have 
emerged for using artificial 
intelligence (AI) and machine 
learning to predict individual 

risk related to covid-19. In the United States, 
for instance, the Department of Veterans 
Affairs uses individualised risk scores to 
allocate medical resources to people with 
covid-19,1 and prisons have sought to detect 
symptoms by processing inmates’ phone 
calls.2 Further tools, such as vulnerability 
predictions for individuals3 and voice based 
detection of infection,4 are on the horizon. 
But use of AI for such purposes has given 
rise to questions about legality.

When a state or federal government seeks 
to use AI models to predict an individual’s 
risk of covid-19, the key legal questions 
will ultimately turn on how effective the 
models are and how much they burden 
legal interests. We focus on two of the most 
salient legal concerns under US law: privacy 
and discrimination. Challenges on privacy 
or discrimination grounds might appear in 
a variety of contexts, including challenges 
to regulatory decisions, tort actions, or 
lawsuits under health privacy laws. We 
argue that the basic need to balance 
benefits against burdens runs through 

all of these legal regimes. Governments 
implementing risk scoring tools must 
show that their tools produce valid, reliable 
predictions and burden individuals’ 
civil liberties no more than necessary. In 
evaluating the legality of public health use 
of algorithms, courts will likely also probe 
how the output of these tools is used to 
shape policies and programs. But showing 
that a model performs well and does not 
exceedingly burden privacy and other 
interests are essential preconditions for 
lawful deployment.

Governing legal principles
Privacy law
Government intrudes on privacy when it 
forces people to reveal what they reason-
ably expect will be shielded from public 
view.5 Health information is an archetypi-
cal example. The health information 
privacy provisions of the federal Health 
Insurance Portability and Accountability 
Act (HIPAA) restrict disclosures and uses 
of identifiable health information on the 
basis that such disclosures necessarily 
harm patients’ dignity. However, across 
the many legal regimes regulating privacy, 
the fact that the government harms pri-
vacy is not enough to establish that it has 
violated a person’s privacy rights. Rather, 
governments may violate privacy only 
when the volume of personal information 
intruded on is disproportionate to achiev-
ing the government’s purpose.5 The risk of 
a privacy violation is especially great when 
the government intrudes into a space so 
intricately connected to a person’s identity 
that the intrusion “depersonalize[s] and 
dehumanize[s].”6 Health information pri-
vacy is commonly held to safeguard “per-
sonal dignity” and “[protect] patients from 
embarrassment, stigma, and discrimina-
tion.”7

Antidiscrimination law
US antidiscrimination law consists of two 
basic doctrines. Firstly, disparate treat-
ment (or intentional discrimination) occurs 
when an actor treats individuals differently 
because they are members of a protected 

class, such as a racial minority group.8 
When the actor engages in disparate treat-
ment it must offer a justification, with the 
strength of the rationale calibrated to the 
protected class.

Secondly, disparate impact occurs when 
an actor takes a facially neutral action that 
differentially burdens a protected class. 
Disparate impact doctrine applies only in 
circumstances outlined by statute, such as 
employment, healthcare institutions with 
federal funding, and housing.8 In these 
domains, regulated parties may not use 
any tool that, even unintentionally, results 
in disparate outcomes, unless justified by 
“business necessity.”8

The use of AI to combat covid-19 
potentially raises both antidiscrimination 
and privacy concerns. Data hungry 
algorithms can pose privacy challenges by 
incorporating voluminous and intimate 
personal information. Models commonly 
use gender and race, potentially running 
afoul of disparate treatment,3 8 and risk 
scores may vary systematically across such 
demographic groups.9

Evaluating harms and trade-offs
Effectiveness
What legal standards must a government 
meet for deploying a machine learning 
application? The stringency of a court’s 
inquiry will vary depending on the legal 
claim. In a constitutional claim of disparate 
racial treatment, for example, the govern-
ment’s use of an AI tool would receive strict 
scrutiny. Policymakers would first have to 
show that an important government inter-
est is at stake—an easy argument in the 
covid-19 context. Next, the government’s 
action would have to show that the policy 
is sufficiently well tailored to serving that 
interest. In practice, this distils to two ques-
tions: Is the policy likely to advance the 
government’s objective (effectiveness)? And 
are there alternative ways of achieving that 
objective that are less burdensome on indi-
vidual interests (burden)?

Other claims might be analysed under 
more deferential legal regimes. In nearly 
all cases, however, accurately quantifying 

KEY MESSAGES

•   A proliferation of models using AI and 
machine learning are in use or under 
development to predict individuals’ 
covid-19 related risk

•   The use of personally identifiable 
information, including race, raises 
legal concerns over privacy and anti-
discrimination, which we illustrate in 
the context of US law

•   The underlying legal principles are 
essentially an assessment of effective-
ness and burdens of AI and machine 
learning tools

•   More robust evaluation of AI and 
machine learning tools will be nec-
essary to support the adoption and 
legality of rapidly proliferating tools
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the effectiveness and burdens of AI models 
is central. For instance, federal courts can 
strike down the actions of administrative 
agencies if those actions are deemed 
“arbitrary and capricious.” A health 
agency would need to provide a reasoned 
explanation for a model and provide the 
evidence considered in its appraisal.

Courts and policymakers are often poorly 
equipped to make such assessments; table 
1 summarises key aspects. The problem is 
not merely a lack of technical competence. 
It is that courts and policymakers seeking 
to assess model performance will have to 
wade into the AI/machine learning field’s 
replication crisis.10 The lack of incentives for 
robust evaluation is exacerbated in machine 
learning by model complexity, data volume, 
and computational demands. This has 
resulted in influential models performing 
worse in practice than originally reported. 
For instance, a machine learning based 
risk score for whether a covid-19 patient 
requires rapid response was found to have 
“limited value to guide clinical decision-
making” for most patients—but only after 
it was deployed to over 100 US hospitals.11 
Similarly, epidemiological models—some 
of which are based on machine learning12—
have been shown to produce unreliable 
forecasts of actual covid-19 infection rates—
but only after their adoption.13 Given the 
challenges facing even experts, evaluating 
risk scoring models poses a daunting task 
for policymakers and courts.

As governments turn to increasingly 
powerful tools focused on individualised 
predictions, the potential to harm privacy 
and antidiscrimination rights will grow. 
Proper evaluation will be at the heart of 
whether new tools appropriately trade off 
effectiveness and burdens.

Privacy
How would the government sustain the 
legality of an AI tool despite its privacy 
risks? While it is more problematic for the 
government to possess information closer 
to the core of a person’s identity, the gov-

ernment’s interest may be so weighty that 
even the most personal information can be 
seized and potentially used. For example, 
protected health information is deemed 
highly sensitive under the Health Insurance 
Portability and Accountability Act and is 
thus normatively bound up with dignitary 
concerns. But the act allows the release of 
protected health information to prevent 
imminent risks to public health or safety.

Weighing these considerations is a 
complex endeavour. Firstly, protecting 
privacy may degrade the accuracy of AI or 
machine learning models.14 Secondly, in 
circumstances as severe as a pandemic, 
failure to deploy effective AI or machine 
learning tools can itself lead to dignitary 
harm by neglecting tools that could help 
control a pandemic more effectively. Privacy 
protections may then pose not just an 
accuracy-burden trade-off, but a trade-off 
between burdens: sheltering for extended 
periods of time because of an ineffective tool 
may cause greater indignity than having 
protected health information revealed. 
Thirdly, privacy protections can themselves 
have disparate impact, degrading accuracy 
more for minority groups than majority 
groups.15 Essentially, the government 
faces a highly complex trade-off between 
effectiveness, dignity, and equality.

The leading technical framework for 
navigating these competing concerns 
is differential privacy, which works by 
adding random noise to aggregate statistics 
to prevent inferences about private 
individual attributes. In this framework, 
policymakers can directly select the extent 
of privacy protection by setting how much 
any individual’s data influence aggregate 
statistics. The technical fix, however, 
should not obscure the need for trade-offs. 
Policymakers may need to offer as much 
justification for sacrificing privacy as for 
prioritising it.

Bias
Assessment of bias for covid-19 risk scor-
ing may seem more straightforward. Dis-

parate treatment may well prohibit the 
use of a protected attribute (eg, race) to 
generate risk scores. Disparate impact may 
occur when the use of the risk score leads 
to decisions (eg, preventing someone from 
going to work) that affect racial groups dif-
ferentially.

But implementing these divergent 
metrics simultaneously is another matter 
entirely, raising profound questions of 
structural sources of bias. For example, 
evidence suggests differences in the risk of 
contracting and succumbing to covid-19 
between African-American and Caucasian 
patients.9 This creates a catch-22 situation: 
a model that is blind to protected attributes, 
like race, may be more likely to produce 
risk scores correlated with those protected 
attributes. Deploying such a model to, 
say, determine which employees could 
return to work could produce disparate 
impact. Technical solutions suggest 
adjusting the machine learning process to 
conform to fairness constraints, such as the 
requirement that outcomes be independent 
of group status, conditional on the model’s 
risk score.16 But calibrating risk scores 
by race raises important constitutional 
concerns, as government classifications 
based on race are deemed particularly 
noxious.

C o l l e c t i n g  a  w i d e r  r a n g e  o f 
socioeconomic predictors may eliminate 
the need for race variables in models, but 
increasing the volume of data collected 
may be infeasible or aggravate concerns 
about privacy. Just as with differential 
privacy then, the pure engineering solution 
of imposing one fairness definition, given 
conflicting effects, cannot solve the 
underlying value trade-offs.

The high likelihood of the differential 
impact of risk models makes it all the 
more critical for policymakers to insist 
on reliable evidence as to the efficacy. 
Knowing that machine learning tools may 
well engage in disparate treatment or cause 
disparate impact means that policymakers 
must be prepared to show that such tools 
are necessary to achieve public health 
goals, and to establish quantitatively the 
difference in efficacy between models that 
impose potential discrimination harms.

Towards an evaluation framework
The deployment of AI in the fight against 
covid-19 is an important moment for algo-
rithmic governance. There is an abundance 
of models and a shortage of coordinated 
and consistent standards and evaluation. 
To give government uses of AI or machine 
learning the strongest prospects of pass-

Table 1 | Main dimensions of effectiveness and burdens of artificial intelligence and machine 
learning systems
Concern Example of failure
Effectiveness
Accuracy Hospitalisation risk model fails to predict actual hospitalisations
Replicability Feature selection for risk model cannot be replicated
Generalisability Risk models works in one hospital, but not another
Explainability Outputs of the risk model cannot be explained easily to a human user, limiting take-up rate 

by decision makers
Burden
Bias Risk model performs well only on one demographic group on which it is trained
Privacy Risk model uses and/or discloses sensitive information about individual
Due care/process Individualised patient assessment is compromised owing to risk score
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ing legal muster, we spell out elements of 
a robust evaluation framework that deals 
with effectiveness and burdens.

Firstly,  the framework must  be 
transparent to provide a basis for 
evaluation:  source code,  learned 
parameters, and base data should be 
released to the extent allowed by privacy 
concerns. Secondly, evaluation should 
be independent of model development, 
ideally conducted at arm’s length. Thirdly, 
evaluation methods and metrics must 
be thorough, robust, and interoperable, 
tackling performance across demographic 
groups and privacy fairness trade-offs. 
Lastly, interoperability permits evaluation 
results to be compiled in a single location, 
enabling decision makers to assess models 
efficiently, while not impeding multiple, 
decentralised innovation efforts.

One model framework is the National 
Institute of Standards and Technology (NIST) 
evaluation of facial recognition technology.17 
NIST enables any algorithm to be submitted 
and tested for accuracy, bias, and a range 
of other criteria using standardised tests 
and benchmark data. Specific methods 
for validating covid-19 models have been 
examined by researchers,11 12 but have 
fallen short on assessment of burdens. 
Certainly, the NIST framework is not 
perfect, particularly as facial recognition is 
deployed to a much wider range of domains 
not represented in the NIST data. However, 
NIST provides a good example of the kind 
of robust evaluative framework that the law 
may ultimately demand. After development 
and evaluation through this framework, 
deployments can then also be evaluated 
through adaptive trials to assess operational 
performance in the human context of 
deployment.18 19

To illustrate this, consider the application 
to the Veterans Affairs’ adoption of a risk 
scoring model for patients in hospital with 
covid-19.1 11 Under the framework laid out 
above, competing vendors would submit 
their models in a standardised format to 
an independent party, such as NIST or an 
academic clearing house. The third party 
would run each vendor’s tool on a hold-out 
set of data, providing an authoritative audit 
of the benefits and burdens they offer. For 
example, the agency might audit the degree 
to which a given tool’s performance depends 
on access to invasive data or the extent 
to which it scores protected subgroups 

differently. Ideally, the evaluator’s process 
would be a stable, interoperable pipeline—
much like NIST’s facial recognition 
evaluator—such that the assessment process 
is not resource intensive.

Such an evaluation protocol will not 
only help AI applications survive legal 
challenges, but also cultivate public trust in 
a highly contentious time for AI governance 
and public health.
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